











































































































Felix Breuer
Linear Algebra
Week 4

in IR

ÉÉpÉuet of two vectors v we

can be computed as I wet

FALSE
Now btw not out

w wt e IR has dimensions n xn
and is called outer product This matrix
always has rank 1 recall the column vow
picture the column of AB are linear combinations
of the columns of A the vows of AB combinationof the vows of B and some other interesting properties
we might see later at most one nonzero eigenvalue

E fi ftp IE fan yaime

I
2 If vectors u u we IR are pairwise linearly
independent u w w is linearly independent
as well
FALSE pairwise linear independence

linear independence
counter example

II I er














































































































3 There is no matrix Ae IR with rank A 3
TRUE

rank A Emin min AelRmn

Different ways to see this
rank A rank AT see week 3 notes

theCRdecompositionhelpscolumns are vectors in IR us see thisMax cardinalityof sequence of vectors from IR is 2

aggqegimingatightiniftikejtihmet i
echelon form RR EFloooolO 001 5 0 2
Hence we apply definition

X T
variablescorresponding to
thesecolumns are free

We get x 1 2 2

IExinopivot
xx is free

This gives us the following solution vector x

11Iffy G 4 8 44 5 x x e IR
t

Weseparate occurrences of free variables into separate
vectors














































































































s i
with the solution ve toute IR

no solution if there is a row

O o Ix X 0 in theextended
matrix s a contradiction
consistencyconditionviolated

exactly one solution if rank A n columns
and consistency condition above
fulfilled
E A is invertible see nextpage

else infinitely many solutions
with n rank A freevariables

We call A x 0 the homogenous system ofequations
always her solution X O














































































































T.fi n i r iii tnenant
A EIR such that AA A A I

In the real numbers IR the inverse of some a is

Consideringmatrices as functions Ax a matrix is
invertible its corres ponding linear map we will definethis so
i e effect on a vector is reversible
The following is an exampleof a non invertible matrix

A
A projectsvectors in 1R onto the y plane

18 87 7 7
i This linear map is not reversible we lose

the depth z coordinate of any inputvectorIiiiiiiiiiiiiiiiiiii.fiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiii

iii
iiiiiii.itiiiiiiiiiiiiiiii

iiii
iiiiiiiiiiiii

i.iiiii.it














































































































Extensii.hn Ieorem

AernmfTue 2 For all be R Ax b has unique solutio
EIR

3 The columns of A are independent

4 AX O O

5 RRE FCA I
6 A

iterations

2 1 B I was already proven inthe lecture
Further we can assume 2 2 already

Claim It follows B A I

FI A A B A BA Henie A A BA 0

ACI BA 0 distr law
Aw 0 for any column w of LI BA

As the columns of Aave independent Ii Ax 0 0

W o for all columns w of l BA
1 BA O I BA

3 4 This follows from the definition of linear independence
and matrix vector multiplication

4 5 Rank A n there are no freevariables copf p without

every row and column has apivot
RREFCA I per definition RREF

5 6 We get this through applying the Gauss Algorithm
read ahead














































































































No is ithelimination matrixin
GaussElimination

We generally write Eij for
theeliminationmatrix that a do

I

EFFI
A multiplesof vow j to row i

We apply eliminationmaturesuntil wegetfire III if is not invertible
we will not get I The productof
these eliminationmatrices is A

Gave Elimination

A I I I AT

1 Write down A next to the identity matrix
2 Apply elimination until the left side is the
identity matrix

3 The matrix on the right side is now A

If A is not invertible the above fails
We cannotget

the identity matrix there will be a vow of zeroes on the

left side














































































































The circled numbers are pivot elements
the values next to the matrix signify
1 7 Inimesweninimbetistiest to

j f

jiffy

820 898
3 5 0

3 4 1 00

Ez E3 r

o no 538and
keep in mindelimination

1 O O 52 0 general The multiplication

on
r o f 3 7 0 order matters

I EÉEEEZA














































































































sehr relevantLV decomposition random fact supercompute
rankings are basedon it

A L U
lower triangular

upper triangular
REF fromelimination

Peretti dime ice

Applying Gauss Elimination gives
us

Ek En A U
A Ek Ent V

Ei Ei U
LU

For now we restrict ourselves to only adding
multiples of one row to another no row swaps scaling

keepingtrackofrow for REF

Find the Lu de
omp.ggItjIj

steer

Example
A E

Whenever we eliminated an entry we put theamount
we

subtracted from that row in a box inplace of the zero

1 2 3

IIE D E D
u ftp.gistneuner of ctriangularmatrix takingthe boxedentries

we getfromelimination the diagonal
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Writing thematrices out explicitly gives us

ELE En A U
A Ez Ez
EzT E T Es I v
L U

and

7 98 89 33 6 D
37 1 15 76 96
176 D


